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Abstract

Cognitive enhancement is a popular topic, attracting attention both from the general public and the scientific research community. Higher cognitive functions are involved in various aspects of everyday life and have been associated with manifest behavioral and psychiatric mental impairments when deteriorated. The improvement of these so-called executive functions (EFs) is of high individual, social, and economic relevances. This review provides a synopsis of two lines of research, investigating the enhancement of capabilities in executive functioning: a) computerized behavioral trainings, and b) approaches for direct neuromodulation (neurofeedback and transcranial electrostimulation). Task switching, memory updating, response inhibition, and dual task performance are addressed in terms of cognitive functions. It has been shown that behavioral cognitive training leads to enhanced performance in task switching, memory updating, and dual tasks. Similarly, direct neurocognitive modulation of brain regions that are crucially involved in specific EFs also leads to behavioral benefits in response inhibition, task switching, and memory updating. Response inhibition performance has been shown to be improved by neurostimulation of the right inferior frontal cortex, whereas neurostimulation of the dorsolateral prefrontal cortex exerts effects on task switching and memory updating. Due to a lack of consistency in experimental methods and findings, a comparison of different training approaches concerning their effectiveness is not yet possible. So far, current data suggest that training gains may indeed generalize to untrained tasks aiming at the same cognitive process, as well as across cognitive domains within executive control.
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1. Introduction

1.1. Theoretical justification for the training of executive functions

Within a very short time we are able to decide whether to follow the exit of a highway in order to avoid an upcoming traffic jam or to accept driving slowly and arriving at our destination late. In unfamiliar surroundings we can follow the instructions of a navigation system while also attending to traffic signs, thus avoiding accidents. In brief, we are able to define and update objectives, to flexibly adapt to our environment, and to guide appropriate behavior. Processes that enable the planning, control and monitoring of complex, goal-directed behavior and thoughts are often referred to as executive functions (EFs; Seiferth et al., 2007). EFs are of relevance because they mediate learning processes (St. Clair-Thompson et al., 2010; Rabin et al., 2011) and the control of emotions (Fox and Calkin, 2003; Fikke et al., 2011). In preschool children, EFs are more strongly linked to school readiness than intelligence or entry-level math skills (Blair and Razza, 2007; Diamond et al., 2007). Indeed, childhood EFs predict academic achievement and social functioning in adolescence (Biederman et al., 2004; Miller and Hinshaw, 2010). EFs are also important for successful aging because of their relevance to health behavior, stress regulation, and developmental trajectories of aging and mortality (Williams and Thayer, 2009). Moreover, disruptions of EFs are associated with various behavioral and neurocognitive impairments (e.g., Goldberg and Seidmann, 1991). It therefore is an important goal for public health research programs to discern ways of enhancing EFs through various methodological approaches. This requires a rigorous systematic investigation of putative training protocols in order to determine efficient and specific interventions for children, older adults, and patients.

This review provides an overview of current studies used to modify EFs. Here, we follow the framework of Miyake and colleagues, who define EFs as a collection of related yet separable higher order cognitive functions whose most important and independent representatives are task switching, memory updating, and response inhibition (Miyake et al., 2000; Miyake and Friedman, 2012; Fisk and Sharp, 2004). In addition, dual task processing will also be considered. While task switching describes the ability to shift between the
processing of different (cognitive) tasks or their demands, memory updating is a sub-process within working memory (WM) that controls its contents and updates stored items with incoming information (Bledowski et al., 2009). Response inhibition is thought of as an active mechanism to stop or suppress responses within the motor domain. A more general inhibitory mechanism is believed to be of crucial importance in the cognitive or emotional domain as well. Coordination skills are suggested to underlie the concurrent performance of several tasks.

The relatively young research area on cognitive training shows a tendency to divide into two independent lines of research, one focusing on behavioral training procedures, the other on the up-regulation of the neural mechanisms enabling EFs by neurostimulation or neurofeedback. This review is the first to discuss both lines of research (see Fig. 1). Initially, brain networks implementing EFs are introduced. Then, the concept of plasticity, as well as training criteria, and principles are discussed. The main body of work, however, will be a synopsis of studies on the improvement of EFs by behavioral training on the one hand, and the improvement by neurostimulation and feedback on the other. Finally, four key questions will be addressed based on our synopsis:

1) Is it possible to compare different behavioral training types concerning their effectiveness?
2) When do we expect transfer?
3) Do neurostimulation and neurofeedback techniques constitute neurocognitive interventions for the enhancement of executive functions? Last, but not least:

4) What do training-related neural correlates of enhanced executive functions tell us?

2. Neural networks implementing executive functions

By studying the basic neural mechanisms implementing EFs, it can be investigated whether cognitive trainings actually affect these mechanisms, and whether more neurocognitive approaches, such as neurostimulation and neurofeedback, can more directly modulate the activity profiles of relevant core regions, potentially leading to augmented EFs.

Historically, research on EFs has its roots in the examination of patients with frontal lobe lesions who exhibited severe problems in EFs (e.g., Duncan, 1986). Animal studies further supported the relevance of the prefrontal lobe for EFs (e.g., Fuster, 1990). Thus, the frontal cortex was initially seen as a discrete module where different EFs were thought to reside in isolation (e.g., Luria, 2002). Nowadays, it is becoming increasingly clear that EFs are supported by several brain areas forming complex functional networks. However, in a recent meta-analysis on 193 neuroimaging studies, it was demonstrated that the aforementioned EFs are supported by a common, distributed, super-ordinate network (see Fig. 2; Niendam et al., 2012). This so-called fronto-cingulo-parietal network consists of the dorsolateral prefrontal cortex (DLPFC; BAs 9, 46), the frontopolar cortex (BA 10), the orbitofrontal cortex (BA 11), and the midcingulate cortex (MCC; BA 32). Additional network components are superior and inferior parietal (BA 7, 40), occipital (BA 19), and temporal (BAs, 13, 22, 37).
areas, as well as subcortical areas such as the caudate, putamen, thalamus, and cerebellum. Besides this shared network, further domain specific regions were found for individual EFs in the anterior prefrontal cortex, anterior cingulate cortex (ACC; BA 24) and MCC (BA 32), as well as the basal ganglia, and the cerebellum.

Further differentiating within the large super-ordinate network, Dosenbach et al. (2008) suggested a dual-network architecture distinguishing a fronto-parietal network, that initiates and adjusts control and maintains information over a shorter time, from a cingulo-opercular network (also known as fronto-executive network) that provides stable task sets by maintaining activity across a longer period of time.

Concerning the functional contribution of the previously specified brain areas, the association of the MCC (sometimes somewhat imprecisely also referred to as dorsal ACC) with pre-critical response conflicts is one of the best-established findings in cognitive neuroscience (Botvinick et al., 2001). Midcingulate conflict detection triggers strategic adjustments in the DLPFC to attenuate conflict and augments subsequent performance (e.g., Kerns, 2006). As summarized by Niendam et al. (2012), the DLPFC is predestined to shift attention according to task demands, to maintain action rules, and to select appropriate responses, whereas parietal regions provide the DLPFC with information about stimulus salience and learned stimulus–response associations.

All in all, enhanced executive functioning due to behavioral trainings or neuromodulatory approaches can be expected to alter activity profiles of regions of the super-ordinate network or domain specific networks.

3. Neural plasticity in the context of training

3.1. The concept of neural plasticity

The concept of neural plasticity refers to the brain’s capacity for anatomically implementing reactive changes (Lövén et al., 2010). Aside from a number of internal and external events such as deprivation, maturation, brain injuries or regeneration, plasticity can also be induced by demands associated with training, practice or learning (e.g., Kolb and Whishaw, 1998), whenever these demands diverge from available capacities (e.g., Bäckman and Dixon, 1992; Lövén et al., 2010). Plastic changes concern the modification of either knowledge (new skills, task strategies) and/or processes (efficiency of functions, e.g., EFs), manifesting in a change of behavioral performance. Following Lövén et al. (2010), plasticity has to be differentiated from flexibility which denotes the range of performance within the limits of given functional capabilities, including the adaptation to environmental demands. In addition to behavioral performance changes, “functional brain data” can be used as an outcome measure to differentiate between plasticity and flexibility. Plastic changes in the brain can occur at various levels encompassing molecular, cellular, columnar, or systemic alterations and are referred to as structural plasticity (for more details see the reviews of Kelly and Garavan, 2005; Poldrack, 2000). Hence, different methods can be utilized to study plastic changes in the brain.

3.2. Training-related neural changes

Neuroimaging studies have become increasingly popular for addressing the neural correlates of training-induced changes. Here, three main patterns of changes in neural activity can be differentiated (Kelly and Garavan, 2005; Poldrack, 2000). First, decreases in activation or a reduced spatial extent of activations following training have been reported and have been suggested to indicate increased neural efficiency, corresponding to a sharpened neural network (Miller and Desimone, 1994). Second, spatial expansion or increases in activation strength are observed that most likely reflect the additional recruitment of cortical units (Karini et al., 1995). Third, functional restructuring has been found of which two subtypes can be differentiated: redistribution and reorganization of neural activations. Redistribution refers to changes in the relative contribution of specific areas while the overall pattern of activity stays largely unchanged.
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(e.g., Petersen et al., 1998). In contrast, shifts in the location of activations are believed to reflect a reorganization of cognitive processes underlying task performance (e.g., Bernstein et al., 2002).

However, neither changes in neural activity nor altered behavioral performance necessarily indicates an enhancement of the functions of interest. In the next section, criteria and training principles are presented that guide the design of trainings as well as their evaluation.

4. Criteria for training evaluation and basic principles of cognitive training

The goal of behavioral training is to induce an optimal and temporally stable increase in specific skills (e.g., learning a second language) or cognitive functions (e.g., EFs). However, short-term performance gains can be observed which do not necessarily reflect the facilitation of the ability of interest.

A prominent example is a reduction of reaction times (RTs) when the same stimuli are used repeatedly causing improved task performance that does not result from the targeted learning mechanisms. Rather, attenuated RTs may simply result from priming where the processing of a given stimulus becomes more effective due to contextual activation caused by earlier presented stimuli (Tulving and Schacter, 1990). Similarly, variations in RT can be induced by changes of arousal or attentional states during the course of training (e.g., Welford, 1980; Broadbent, 1971). Specifically, in the beginning of an experimental session subjects will usually exhibit higher arousal than in following sessions. Also, short-term performance gains can be caused by variations in motivation, adjustments of attention, automated processes, and task strategies that have to be distinguished from enhancements of the ability of interest. To increase the effectiveness of training procedures, and to adequately assess training effects, the following training principles and training criteria have been suggested.

4.1. Training principles

1) To prevent priming effects or the development of task strategies, non-predictability of training conditions, as well as a high degree of variability with respect to stimuli and response modalities should be achieved (non-predictability).

2) Training difficulty should be adapted individually during the entire training procedure to prevent premature automation of processes, or the development of task strategies. If automation of processes occurs, the cognitive function of interest will not be trained effectively because of a missing mismatch between task demands and cognitive capabilities (task-difficulty adaptation).

3) Using several training tasks for a specific cognitive function instead of only one also avoids the development of task strategies, thereby raising the probability of effectively training the targeted process (training task variability).

4.2. Criteria for the assessment of trainings

1) Random assignment of participants to the training and experimental group ensures that events between the test-sessions, that might have an effect, will be canceled out (e.g., Campbell and Stanley, 1963). Similarly, a random assignment will prevent effects like a regression to the mean (here participants with an extremely poor performance in the beginning will be better in the post test, while extremely good performers in the beginning will finally score less well).

2) To distinguish repetition-related and non-specific effects from true enhancements of cognitive functions, one criterion concerns the usage of a control group. Without control group neither repetition-related nor specific effects (that may arise from contact with the training instructor, lab visits, training-induced time-management, received attention, or due to expectation...) can be controlled for. The comparison of the experimental group with a passive group only allows for the control of effects due to repeated skill assessments before and after training. However, a comparison with a randomly-assembled active control group that completes a plausible alternative training will account for both repetition-related and non-specific effects (Campbell and Stanley, 1963; Oken et al., 2008). In fact, Shipstead et al. (2010) call for replicating passive control group studies with a proper active control group to ensure internal validity.

3) One has to assess whether training gains affect the cognitive function of interest (in its broader, task-unspecific sense) and not only a single task-specific factor (see Lövåld et al., 2010). Thus, an optimal assessment of induced learning effects should be based on pre- and post-testing of several non-trained heterogeneous transfer tasks, thus probing if there is a specific relationship between training and functional improvements (in the sense of internal validity). A further reason for such transfer assessment might be to investigate whether only a specific ability or several domains are concurrently affected, thus testing also the generality of training gains. Four transfer levels can be differentiated: i) modality transfer effects test enhancements in the same task as used during training, but measured with new stimuli and/or another stimulus/response modality; ii) near transfer effects examine benefits observed in other tasks targeting the same domain/function that was trained; iii) far transfer effects capture improvements in another domain (e.g., on another EF); iv) meta-cognitive transfer means effects to everyday behavior, health, or overall quality of life. Another way to disentangle task specific factors from the intended enhancement is the application of latent factor models to analyze common variance across transfer tasks thereby showing effects at the level of latent variables (e.g., Schmiedeck et al., 2010).

4) Besides demonstrating intended improvements, an evaluation after longer time periods is needed to assess long-term stability of training effects.

In the next section, we present computerized paradigms targeting EFs and provide detailed descriptions of applied training protocols and principles.

5. Enhancing executive functions with task switching-, memory updating-, response inhibition, and dual task training

5.1. Task switching training

5.1.1. Experimental paradigms of task switching

In a typical task switching paradigm, participants work within so-called mixed blocks on two simple tasks and have to switch between processing in either a cued way or based on instructions given to them. Within cued mixed blocks, the specific task sequence can either include predictable or random switches. In contrast to mixed blocks, the processing of only one task is required in pure blocks. Typically, two kinds of costs emerge that constitute the dependent variables in training studies. First, within mixed blocks switching costs can be observed. These refer to prolonged RT and/or augmented error rates when switching from one task to the other compared to conditions without switching. Second, when comparing mixed and pure blocks mixing costs arise that are related to increased RT in non-switching trials of a mixed block compared to non-switching trials in a pure block.

5.1.2. Trainability and transferability of task switching

Kray and Lindenberger (2000) demonstrated a significant reduction of both switching and mixing costs as a result of a training consisting of four 45-minute sessions, realizing training task variability by using numerical, figural and verbal paradigms. Berryhill and Hughes (2009), as well as Strobach et al. (2012) have reported...
extended trainability in a single task switching paradigm and thereby showed eliminated mixing but stable switching costs.

On top of that, Minear and Shah (2008) were the first to provide evidence for near transfer effects of training, thus revealing that improved performance was not only based on non-specific effects such as increased automaticity. Automation can arise within a single session (Meiran, 1996) or between identical sessions on different days (Cepeda et al., 2001). Minear and Shah, however, used a pre/post-test training design including one transfer task and a training implementing training task variability using three different tasks (simple number and letter discriminations). Two training types (predictable vs. random task-switching training) were compared to an active control group. After two training sessions both experimental groups showed reductions in mixing and switching costs in all training paradigms compared to the active control group. More importantly, only the random task switching training group showed transfer effects of mixing costs to untrained tasks.

Next, Karbach and Kray (2009) reported far transfer effects to another EF (conflict monitoring), to WM (reading span/counting span; symmetry span/navigation span), and to measures of extended trainability in a single task switching paradigm and thereby decision making task. Far transfer was assessed on memory updating one assessing visual detection speed, and another assessing a simple switching vs. combined task switching and physical training), both training groups showed transfer effects of mixing costs to untrained tasks.

On top of that, Minear and Shah (2008) were the first to provide evidence for near transfer effects of training, thus revealing that improved performance was not only based on non-specific effects such as increased automaticity. Automation can arise within a single session (Meiran, 1996) or between identical sessions on different days (Cepeda et al., 2001). Minear and Shah, however, used a pre/post-test training design including one transfer task and a training implementing training task variability using three different tasks (simple number and letter discriminations). Two training types (predictable vs. random task-switching training) were compared to an active control group. After two training sessions both experimental groups showed reductions in mixing and switching costs in all training paradigms compared to the active control group. More importantly, only the random task switching training group showed transfer effects of mixing costs to untrained tasks.

Next, Karbach and Kray (2009) reported far transfer effects to another EF (conflict monitoring), to WM (reading span/counting span; symmetry span/navigation span), and to measures of extended trainability in a single task switching paradigm and thereby decision making task. Far transfer was assessed on memory updating one assessing visual detection speed, and another assessing a simple switching vs. combined task switching and physical training), both training groups showed transfer effects of mixing costs to untrained tasks.

Next, Karbach and Kray (2009) reported far transfer effects to another EF (conflict monitoring), to WM (reading span/counting span; symmetry span/navigation span), and to measures of extended trainability in a single task switching paradigm and thereby decision making task. Far transfer was assessed on memory updating one assessing visual detection speed, and another assessing a simple switching vs. combined task switching and physical training), both training groups showed transfer effects of mixing costs to untrained tasks.
After training, near transfer was observed for the auditory running span task, and far transfer for task switching, and the attention tasks. However, no transfer was observed for visual running span, dual task processing, and fluid intelligence.

Recently, training studies on memory updating using passive control groups and single transfer tests have received a lot of criticism (e.g., Shipstead et al., 2010). As a result, Redick et al. (2012) conducted a dual n-back task comparable to Jaeggi et al.’s adaptive procedure, but lasting for 20 sessions spread over three to four weeks in total. Redick et al. included an active control group that received adaptive training on visual search. Their design additionally comprised pre-, mid-, and post-tests based on 17 transfer tasks divided into measures of fluid and crystallized intelligence, multitasking, WM capacity, and perceptual speed (incorporating verbal and nonverbal measures). In addition, participants were not informed that they were taking part in a training study. However, they were asked about their own assessment of perceived improvements during the course of training. Although the experimental and active control groups significantly increased performance during training, thus again showing trainability, no transfer effects were reported. Interestingly, despite these effects being objectively missing, participants of the dual n-back training reported subjective benefits. Redick et al. interpreted this as illusory placebo effect, potentially arising due to changes in motivation and self-efficacy. Nevertheless, by using an active control group they clearly demonstrated trainability of memory updating.

Similarly, Lilienthal et al. (2012) investigated effects of an eight session dual n-back training based on Jaeggi et al.’s study (2008) on several transfer tasks such as the cued recall span, focus-switching, grid span, operation span and a running span task. They compared the results of adaptive training to a passive and an active control group involving non-adaptive training. The adaptive training group improved more than the active control group during training and transferred training gains to the running span task.

5.2.3. Neural correlates of memory updating

One of the research questions for which the neural correlates of memory updating may be of relevance refers to the prerequisites for far transfer effects. Dahlia et al., 2008 hypothesized that transfer depends on the engagement of overlapping brain networks in trained and transfer tasks. To address this notion, Dahlia and colleagues conducted a study testing transfer effects while collecting fMRI data. In addition to the actual training task, participants also processed a non-trained memory updating task and a Stroop task in a pre/post-test training design. Trained and non-trained memory updating tasks, but not the Stroop task, recruited common brain regions including the left striatum and fronto-parietal regions. After training, enhanced activations of the left striatum and decreased activations in fronto-parietal regions were observed with trained and non-trained memory updating tasks, while there were no significant changes of activity patterns with the Stroop task.

Although several studies use visual and auditory training n-back tasks, few studies directly compared modality effects. Schneiders et al. (2011) did so by conducting a study including fMRI measurements showing that modality-specific and cross-modal effects can result from training. Within two weeks, with a total of eight to ten training sessions, a visual and an auditory training group received an individualized training with adaptation of task difficulty. Both groups were compared to a passive control group. A visual two-back task with new sets of stimuli (compared to the tasks in the visual training) was used in pre- and post-training fMRI sessions. Thus, intra-modal effects could be investigated by means of the visual training group, whereas cross-modal transfer was assessed via the auditory training group. Training resulted in improved performance in both groups. However, higher performance increases were found with the visual group compared to the auditory training group. After training, the visual training group showed decreased activity in the right middle frontal gyrus. Both training groups demonstrated decreased activations in the right superior middle frontal gyrus, as well as in the posterior parietal region, compared to the passive control group.

Most studies do not assess changes of neural activity profiles throughout the whole course of training, but rather assess direct pre-to-post effects only. However, when done, this can provide interesting insights. Hempel et al. (2004), for example, were the first to measure fMRI on more than two occasions and reported an inverse U-shaped activation function over the course of their training. They investigated training-induced changes before training, after four weeks (of practicing zero-, one-, and two-back tasks), and after completion of the training. During the course of the training, error rates decreased from the first to the second session and remained stable until the third session. Similarly, fMRI activations increased from the first to the second session, but decreased from the second to the third. This inverse U-shaped function was specific for the rIFC and the right intraparietal sulcus. The initial increase of activations was observed with optimized performance, but was followed by a decrease when performance improvements stabilized.

In a more recent study, such U-shaped activation changes were also observed within the striatum. Kühn et al. (2012) performed fMRI measures over a long training period: right before training, after five training days, and at the end of 54 days of training. Participants were trained with two memory updating tasks (a numerical and a spatial n-back task), each applying different difficulty levels. The authors compared performance changes in the actual training tasks, in near (numerical n-back), as well as in far transfer tasks (a test on intelligence) relative to changes in an active control group that underwent training with easier tasks, omitting difficulty adaptations in shorter sessions. Although both groups exhibited performance benefits in the trained tasks, those of the actual training group were more pronounced. Similar performance increases were found for the near transfer task, as well as on two subtests of the Berlin Intelligence Structure Test (Jäger et al., 1997). Here, groups did not differ significantly with respect to their gains. Activation in the striatum increased early in training. However, as the training continued, the initial increase in regional activation was followed by decreases in the right striatum only for the experimental group.

It can easily be argued that behavioral improvements and neurofunctional changes may result from alterations in brain structure, such as altered conduction velocity and synchronization of signal transmission (Fields, 2008). The first study to investigate training-induced white matter plasticity via diffusion tensor imaging (DTI) was undertaken by Takeuchi et al. (2010). DTI is a method sensitive to the hindrance of water diffusion resulting from local tissue boundaries. As a quantitative measure, fractional anisotropy (FA; derived from DTI) provides information about anatomical features (e.g., axon caliber, fiber density and myelination). Thus, Takeuchi et al. (2010) were interested in whether or not two months of training lead to white matter changes, as reflected by FA differences. Their training procedure incorporated training task variability by using a visuo-spatial WM task and two memory updating tasks (an n-back- and a dual n-back task), based on the adaptation of task difficulty. After training, FA was indeed increased as compared to the measurement before training. Augmented values were observed in two white matter regions encompassing fiber tracts near the intra-parietal sulcus and adjacent to the anterior part of the body of the corpus callosum connecting bilateral DLPFCs. Although no control group was included, correlations of FA increases with training duration argue in favor of training-induced plasticity.

5.2.4. Summary of memory updating training

Usually, memory updating tasks feature the adaptation of task difficulty and/or training task variability. Compared to task switching, these trainings are rather extensive and usually include eight to twenty sessions. Here, beneficial training effects have primarily been compared to a passive control group and were shown to transfer...
to other non-trained memory updating tasks. With respect to far transfer, effects are found for intelligence measures (Jaeggi et al., 2008) and task switching (Salminen et al., 2012). However, the study by Redick et al. (2012) challenged earlier results on transfer to intelligence by incorporating an active control group and showing a lack of transfer to other domains such as WM.

Functional imaging shows that training gains are accompanied by an inverse U-shaped activation function in parietal regions (Hempen et al., 2004) and the striatum (Kühn et al., 2012). Indeed, parietal activations were attenuated in all studies after training (Dahlin et al., 2008b; Schneiders et al., 2011). Similarly, Takeuchi et al. (2010) demonstrated increased FA values in white matter regions near to the intra-parietal sulcus, and also within the white matter tract connecting both DLPFCs. In addition, Dahlin et al. (2008b) reported transfer effects to be mediated by striatal activity (left putamen). That is, the authors concluded that transfer effects rely on the recruitment of overlapping neural systems active in the trained and transfer tasks. The studies of Kühn et al. (2012) and Hempen et al. (2004) stress the importance of repeated fMRI measurements when investigating the temporal dynamics of activation changes associated with training-related effects.

5.3. Training of response inhibition

5.3.1. Experimental paradigms of response inhibition

Typical paradigms for the investigation of response inhibition are the go/no-go, the stop-signal, and the anti-saccade tasks. With the first two tasks, the majority of trials require participants to react as fast and as accurately as possible to the go-stimulus, whereas in the remaining trials they have to suppress their reaction when a stimulus different from the go-signal is presented (no-go trials in go/no-go tasks), or to abort an already initiated response when the go-stimulus is followed by a stop-signal (stop trials in stop-signal tasks, e.g., Enriquez-Geppert et al., 2010). In the anti-saccade task, subjects have to suppress the reflex to look at a visual target appearing suddenly in the peripheral visual field. Instead, they are instructed to look in the opposite direction of the target.

Although commercial training interventions for response inhibition are available, scientific studies assessing the trainability of response inhibition are still sparse. Apart from Dowsett and Livesey's (2000) study with pre-school children, one of the few scientific studies available was performed by Thorell et al. (2009) who demonstrated training gains in young children at the age of four and six years due to a combined training of WM and response inhibition. After a training of five weeks (daily sessions of 15 min for five days a week), effects were shown in all trained WM-tasks; transfer effects to non-trained WM tasks were also observed. Furthermore, training benefits in all trained tasks, but no transfer, were found for response inhibition. Although this effect seems to be limited regarding transfer, the training results on their own are interesting because complex self-regulation functions (such as response inhibition) are believed to develop only until early adolescence (Levin et al., 1991; Jones et al., 2003). The trainability and transferability of response inhibition were also investigated by an unpublished study conducted by Thomala and Satpathy (2009). The authors trained eight students with Attention Deficit Hyperactivity Disorder (ADHD) using eight different tasks (training task variability), and investigated both near and far transfer effects in untrained response inhibition, in task switching, and in interference control tasks. Effects in the experimental group were compared to those of an active control group. Thomala and Satpathy not only reported performance increases in response inhibition, but also transfer to other EF tasks.

5.4. Dual-task training

5.4.1. Experimental paradigms and training types for dual task processing

Dual-task paradigms require the simultaneous performance of two choice reaction tasks, whereby so-called dual-task costs arise such that the simultaneous processing of choice reaction tasks leads to a dramatic slowing and/or reduced accuracy of responses in either task compared to the performance on one task alone. In contrast, task-set costs are defined as the difference in behavioral performance for single task processing in different contexts, once in a block containing both single-task- and dual-task trials (mixed trial block), another time in a block purely consisting of single task trials.

The exact nature of relevant cost effects, as well as the exact timing of their onset, has been differently specified by diverse models (e.g., Pashler, 1994; Meyer and Kieras, 1997). The adaptive executive control model (ACE), for instance, assumes that two tasks can in principle be performed simultaneously. For optimal coordination and selection of concurrently processed actions this model states three prerequisites. First, simultaneously processed tasks should engage different motor effectors to prevent limitations in response initiation at the motor stage. Second, a sufficient amount of training is essential. Third, both tasks should have the same priority.

Concerning dual task training, three training types have to be distinguished. First, with part-task training each task is practiced in separate blocks. However, the drawback is that dual-task processing requires more than completing either task alone (e.g., Damos and Wickens, 1980). Second, with whole task training, on the other hand, both tasks are trained under dual task conditions. Here, high processing demands might impede learning (e.g., Nissen and Bullemer, 1987). Third, as a result, hybrid-training procedures were suggested as being optimal for facilitating dual-task capabilities as they combine both above mentioned training types in a sequence.

Importantly, task combinations in dual-task settings are composed of a variety of task types, differing in complexity and stimulus/response modality combinations. Transfer effects are most often investigated with respect to the modality (modality transfer) and not regarding other tasks and/or other cognitive functions. Near modality or within modality transfer is differentiated from far modality or cross modality transfer. While the former type refers to new stimuli sets, but maintaining the same stimulus and response modality, the latter is related to tasks involving a different stimulus modality (auditory vs. visual tasks) and/or a different response modality (verbal vs. manual responses) for transfer. Further, dual-task trainings can be differentiated concerning the complexity of tasks.

5.4.2. Trainability and cross modal transfer

Compared to task switching, memory updating, and response inhibition, dual-task training has been a more active field of research. Specialized reviews already exist addressing whether two tasks can be performed simultaneously and which mechanisms enable dual-task performance (e.g., Schneider and Detweiler, 1988). More recent key findings and newer developments will be discussed here.

First, based on the hybrid training rational, McDowd (1986) showed training-induced increases of dual-task performance. He had subjects perform 1-hour training sessions once a week for six weeks in total. However, single-task performance was still superior to dual-task performance. To test whether the simultaneous performance of two tasks is nevertheless compatible with a perfect sharing of resources, Schumacher et al. (2001) developed an interesting study design. To prevent task interference due to limited perceptual-motor resources, two simple reaction tasks with different stimulus and response modalities were utilized (auditory–vocal, and visual–manual combinations), thus the first criterion by the ACE model was met. By using a complex hybrid-training with balanced task priority and money as incentives, dual-task costs were dramatically reduced. After five sessions, RT differences between dual-task and single-task performances were extenuated. Hazeltine et al. (2002) extended Schumacher et al.’s results by demonstrating stable training gains even when introducing new stimulus pairings, stimulus onsets and durations, which were not present during training.
Further comparing hybrid dual-task training with part-task training, Liepelt et al. (2011a) used a visual and auditory dual-task combination with manual and pedal responses. Although the mapping of stimulus and response modalities were different, rest costs remained stable after training that were not expected by the ACE model. The specific response combination in Liepelt et al.’s (2011a) dual-task combination might have led to a common spatial dimensional compatibility effect of left hand and left foot in one situation, compared to right hand and right foot responses in the other. This cross-talk likely interfered with perfect dual-task performance. Thus, the crucial criterion for the total reduction of rest costs might not simply be the requirement of different response modalities, but the different spatial dimension of the effectors.

Focusing on the dissociation of coordination skills from automation of stimulus–response assignments, Liepelt et al. (2011b) designed a study which incorporated a series of experiments based on the hybrid training of Schumacher et al. (2001). Their training incorporated equal task priority instructions during dual-task processing (of a visual and an auditory task), all of which were compared to a simple single-task training. To test if coordination skills were indeed enhanced and to exclude automation of stimulus–response assignments, transfer was tested by changing characteristics of one task of the dual-task combination. Stimuli and the stimulus–response mapping of the visual task were changed while keeping the auditory task identical to training. Their data showed dual-task training advantages in all training experiments as well as in the transfer tasks. This might suggest optimized coordination skills due to hybrid training, while part-task training might augment automation.

Strobach et al. (2011) continued to investigate the extent of the transfer of task coordination skills, but encountered strong limitations. Similar to Liepelt et al.’s (2011b) study they used also the design of Schumacher et al.’s (2001) which included hybrid vs. part-task training. However instead of changing only one of the dual tasks, they tested for transfer in a dual-task combination including changes in both tasks. A further condition included a dual-task combination that remained constant, while far transfer effects were tested by a task-switching paradigm. Concerning near-modality transfer to a changed dual-task composition, hybrid training only showed a benefit concerning error rates but not RT compared to part-task training. Regarding far transfer, both groups showed improved mixing costs in task switching.

Lussier et al. (2012) investigated the extent of modality transfer in a more systematic fashion. By means of a pre/post-test training design with five training sessions, they compared an experimental to a passive control group concerning the performance on a simple visual dual-task combination calling for different manual responses. Lussier and colleagues made use of three transfer conditions: implementing tasks that differed with respect to the stimuli used in training (visual vs. auditory), the response modality (key pressing vs. wheel turning), or both. Larger improvements were shown for the training group in all three task conditions. However, reduced dual-task costs were only reported when either stimuli or response modality were changed, but not both. Given that only dual-task, but not task-set costs, were affected, these transfer effects were interpreted as facilitated executive task coordination skills, and not as enhanced preparation of stimulus–response mappings. All in all, modality transfer of dual-task coordination indeed seems to be moderately tied to the modality used during training as it is only observed when either the stimuli or response modality is changed in the transfer task.

The efficiency of fixed- and variable-priority training is a further aspect of dual task training procedures that needs further clarification. This aspect was in focus of Kramer et al. (1985), who used a six session training of a complex dual task design. While fixed priority training emphasized comparable performance in both complex tasks (a visual monitoring- and an alphabet–arithmetic task), variable priority training relied on differentially adjusting performance priorities.

More pronounced behavioral benefits resulted from the variable priority training. Performance increases were found with the trained as well as with untrained transfer tasks (a visual scheduling and a paired-associates running memory task). These findings were shown to persist up to two months in a conceptually similar follow-up study (Kramer et al., 1999).

Bherer et al. (2005) also compared fixed- and variable-priority training procedures, including an additional passive control group. In contrast to earlier studies, simple instead of complex tasks were used. With this type of task, training procedures did not lead to differential effects when comparing both priority training procedures. Hence, variable-priority training seems to be especially beneficial in cases when tasks involve a variety of perceptual, memory, and motor processes.

5.4.3. Training-induced neural changes

Erickson et al. (2007) compared performance of an active training group with that of a passive control group utilizing a simple letter discrimination task with fMRI and a pre/post-test training design. Training consisted of five 1-hour sessions during the course of two to three weeks. Greater changes were observed in the experimental group compared to the passive control group. Reduced activations in the right ventral IFC, right superior parietal regions, and right dorsal IFC were shown. Moreover, these observed activation reductions and the increased activation seen in the DLPCF were correlated with performance increases.

5.4.4. Summary

Studies concerning the conditions of the ACE model, and using a hybrid training paradigm, revealed trainability (e.g., Schumacher et al., 2001) effects that may even last up to two months (Kramer et al., 1999). Achieved training benefits can transfer to tasks using different modalities (e.g., Hazeltine et al., 2002; Lussier et al., 2012). However, such modality transfer seems to be strongly limited and dependent on continuous characteristics of training and transfer tasks (Liepelt et al., 2011b; Strobach et al., 2011; Lussier et al., 2012). Dual-task training studies did not apply training task variability nor was task difficulty adapted. Also, neural correlates of training gains with dual task training so far have rarely been assessed (but see Erickson et al., 2007).

5.5. Summary of behavioral training procedures

It seems clear that beneficial training effects can be observed for task switching (Cepeda et al., 2001; Meiran, 1996; Minear and Shah, 2008; Karbach and Kray, 2009), memory updating (Dahlin et al., 2008a,b; Jaeggi et al., 2008, 2010; Kühn et al., 2012; Salminen et al., 2012), and dual task processing (e.g., Schumacher et al., 2001; Hazeltine et al., 2002; Liepelt et al., 2011b; Lussier et al., 2012). With respect to response inhibition, there seems to be no published behavioral training study involving healthy adults. Hence, it is currently not possible to clearly state the extent to which response inhibition can be optimized or whether improvements are possible at all. It is furthermore not clear whether studies have been conducted without subsequent publication or if behavioral response inhibition training studies have actually not been conducted.

Transferability of training gains, on the other hand, is of specific interest to test whether performance increments actually derive from the targeted cognitive function or whether they merely reflect task-specific adaptations of processing strategies. With task switching and memory updating, near transfer effects were reported for non-trained task switching and memory updating tasks (Minear and Shah, 2008; Karbach and Kray, 2009; Zinke et al., 2012; Dahlin et al., 2008a,b; Jaeggi et al., 2010; Schneider et al., 2011; Kühn et al., 2012). However, with respect to dual-task training, transfer to other tasks or even other functions has only rarely been investigated (but see Strobach et al., 2011) and the suggested training principles were most often not followed. Based on current training studies, the rather
limited degree of modality transfer does not speak in favor of enhanced task coordination skills between tasks.

6. Enhancing executive functioning with neurostimulation and neurofeedback

6.1. Neurostimulation and neurofeedback

Apart from behavioral training procedures, other approaches take a more neuroscientific perspective and try to induce performance increases by means of neurostimulation or neurofeedback (see Fig. 1). Both approaches aim to modify neural activity, with most studies trying to augment the amplitude of certain EEG oscillations. It has been shown that a large spectrum of cognitive functions is related to such synchronous neuronal processes reflected in EEG oscillations at specific frequencies (Basar and Güntekin, 2008; Basar et al., 2000; Herrmann and Knight, 2001; Herrmann et al., 2004). It has been shown that both neurostimulation and neurofeedback affect the amplitude of such EEG oscillations (e.g., Egner et al., 2002; Enriquez-Geppert et al., submitted for publication; Demos, 2004; Hanslmayr et al., 2005; Zaehle et al., 2010; Zoefel et al., 2010).

Concerning neurostimulation, different procedures exist including transcranial magnetic stimulation (TMS), transcranial direct current stimulation (tDCS), and transcranial alternating current stimulation (tACS). These approaches directly stimulate the brain via electrodes that are mounted on the scalp in the case of tACS/tDCS, or via a magnetic field delivered by a coil in the case of TMS. Recently, modeling studies have demonstrated that it is possible to predict which brain regions will be stimulated by specific montages of stimulation electrodes (Neuling et al., 2012). Neurofeedback approaches, on the other hand, apply the principles of operant conditioning and require, as does behavioral training, the active engagement of the participants. In contrast to TMS/tDCS/TACS, participants do not just assume a passive role. Instead, their active engagement might have additional effects on long-term retention, as has been suggested for constructivist learning in school environments (e.g., Narli, 2011). Interestingly, neurofeedback significantly influences cortical neuroplasticity as shown by applying TMS after neurofeedback (Ros et al., 2010). Furthermore, criteria for enhancing self-efficacy are specifically met with neurofeedback training as already suggested by Carlson-Catalano and Ferreira (2001), and by Linden et al. (2012). Self-efficacy is defined as judgment about one's own capabilities to execute actions required to attain designated performance types. Thus, neurofeedback provides direct and continuous feedback, thereby fostering the participant’s experience of self-regulating specific brain aspects. This in turn is specifically important for self-efficacious behavior (e.g., Bandura, 1997). With neurofeedback, it is possible to influence certain aspects of the brain’s activity, which in turn affects an individual’s behavior. Typically in this context the brain’s activity is measured via EEG. However, it is also possible to perform real-time fMRI feedback, thereby up- or down-regulating activation in certain target brain areas (e.g., Weiskopf et al., 2005; Johnston et al., 2009).

6.2. Application of neurostimulation to enhance executive functions

Up to now, most studies applying neurostimulation techniques such as TMS or tDCS/TACS focus on modulating very specific cognitive functions that have been associated with certain EEG oscillations but are only indirectly linked to EFs, such as attention (e.g., Taylor and Thut, 2012) or memory (e.g., Zaehle et al., 2011). A few studies, however, have more directly addressed how neurostimulation can affect EFs, mainly using tDCS.

6.2.1. Enhancement of task switching by tDCS

For example, tDCS has already been used with task switching. Leite et al. (2011) were able to demonstrate that anodal tDCS applied over the DLPFC and the primary motor cortex (M1) increased performance in task switching (reduced task switching costs) compared to a sham condition. Interestingly, anodal and cathodal stimulations had opposite effects, confirming the notion that anodal tDCS enhances cortical activity while cathodal tDCS suppresses it (Nitsche and Paulus, 2000).

6.2.2. Enhancement of memory updating by tDCS

Memory updating has also been enhanced with anodal tDCS in several studies. Fregni et al. (2005) applied anodal tDCS over the left DLPFC. tDCS (1 mA) was applied for 10 min, and a three-back task was performed in the second half of the stimulation. As control conditions, cathodal stimulation of the left DLPFC, as well as anodal stimulation of the M1 was utilized. However, only stimulation of the left DLPFC resulted in increased accuracy of memory updating. Ohn et al. (2008) stimulated their subjects’ left DLPFC with anodal tDCS for 30 min and investigated their performance on a three-back task during stimulation as well as after the stimulation had finished. Compared to a sham condition, accuracy of updating was increased after 20 min and even incremented after 30 min of stimulation. With this protocol, Ohn and colleagues could further show maintenance of performance enhancements up to 30 min after stimulation offset.

To investigate which neuropsychological mechanisms underlie enhancement by stimulation, Zaehle et al. (2011) stimulated their participants for 15 min (1 mA) by means of anodal tDCS over the left DLPFC. Improvement of a two-back task was stronger after application of anodal as compared to cathodal or no stimulation. Additionally, it was demonstrated that anodal stimulation increased the power of theta and alpha band activities, which are oscillations known to be associated with the processing of n-back tasks.

6.2.3. Enhancement of response inhibition by tDCS

Response inhibition is another EF already addressed in stimulation studies. Jacobson et al. (2011) have administered tDCS for 10 min (1 mA) before subjects had to perform a stop-signal task. Because the rIFC is a region crucially involved in response inhibition (e.g., Aron et al., 2004), this area was chosen as a target. Only by the application of anodal tDCS over the rIFC, the authors were able to show improved response inhibition as evidenced by reduced inhibition time (the so-called stop-signal response time, SSRT) when compared to a sham condition. Additionally, these effects were behaviorally specific, as RTs were not affected. To control for non-specific effects of tDCS, the right angular gyrus, a region not important for response inhibition, was also stimulated anodally, but without any behavioral effect. More recently, Jacobson et al. (2012) investigated the electrophysiological correlates of such a tDCS protocol over frontal brain regions and reported selective effects on frontal theta activity. These studies extend previous experiments that used TMS, Chambers et al. (2006) reported that temporary deactivation of the rIFC selectively impairs the ability to stop an initiated action. These neurostimulation findings confirm the notion that the rIFC is vital for mediating response inhibition.

Ditye et al. (2012) combined behavioral training in a stop-signal task for four days with stimulations of anodal tDCS over the rIFC. Just prior to task performance they were stimulated for 15 min (1.5 mA). In addition, it was tested for short term maintenance. The control group, which only participated in the behavioral training, did not show any beneficial effect concerning SSRT. In contrast, the stimulation group significantly improved during sessions three and four. However, 24 h after stimulation, beneficial effects vanished and thus were short-lived with this kind of protocol.

6.3. Application of neurofeedback training to enhance executive functions

To date, most neurofeedback studies focused on treating patients with intractable epilepsy or ADHD (Birbaumer et al., 2009). Concerning ADHD, a disorder strongly related to disrupted EFs (e.g., Barkley, 1997), neurofeedback has been shown to have a high level of efficacy (see the meta-analysis by Arns et al., 2009). The treatment
Table 1
Overview of behavioral studies. General abbreviations: TTV = training task variability, n.a. = not applied. r. = right, l. = left, fron. = frontal, gyr. = gyrus, sulc. = sulcus, middl. = middle, post. = posterior, pariet. = parietal, infer. = inferior, temp. = temporal, occip. = occipital, sup. = superior, medi. = medial, intrapar. = intraparietal, WMR = white matter region, anter. = anterior, corp. call. = corpus callosum, dors. = dorsal, vent. = ventral. Annotations for task switching: * = color-, number Stroop; ** = reading-, counting span; *** = figural reasoning task, letter series task, Raven’s Standard Progressive Matrices; Δ = effects in food size task, not in number switching; ΔΔ = trend for 2-back task, not for keep track task; ΔΔΔ = no effects for flankers on Stroop tasks; ○○ = only training related increases and decreases are reported for the young adult group; ○○○ = subtest of the Berlin Intelligence Structure Test; FA = fractional anisotropy.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Characteristics</th>
<th>Training duration</th>
<th>Control group</th>
<th>Participants</th>
<th>Training gain</th>
<th>Near transfer</th>
<th>Far transfer</th>
<th>Neuronal correlates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kray and Lindenberger (2000)</td>
<td>TTV 4 sessions (total: 3 h)</td>
<td>/</td>
<td>n = 120 (3 age groups)</td>
<td>Significant</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Minear and Shah (2008)</td>
<td>TTV 2 sessions, à 1 h (total: 2 h)</td>
<td>(2 training groups), active control group</td>
<td>n = 93</td>
<td>Significant</td>
<td>no effects for flankers on Stroop tasks; ΔΔΔ = no effects for 2-back task, not for keep track task; ΔΔΔ = no effects for flankers on Stroop tasks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Karbach and Kray (2009)</td>
<td>TTV 4 sessions à 30–40 min (total: 2.5 h)</td>
<td>(3 training groups), active control group</td>
<td>n = 168 (3 age groups)</td>
<td>Significant</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>Zinke et al. (2012)</td>
<td>Black wise feedback, combined physical and cognitive trainings (total: 1–2.5 h)</td>
<td>(2 training groups), active-, passive control group</td>
<td>n = 80 (adolescents)</td>
<td>Significant</td>
<td>reduced RT mixing cost in 1 of 2 tasks Δ</td>
<td>Not significant: conflict monitoring tasksΔΔΔ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hempel et al. (2004)</td>
<td>3 fMRI measures, TDA</td>
<td>3 sessions 4 weeks</td>
<td>/</td>
<td>n = 9</td>
<td>Significant</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Dahlin et al. (2008a)</td>
<td>TTV, TDA, retest after 18 months</td>
<td>Passive control group</td>
<td>n = 64 (2 age groups)</td>
<td>Significant</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>Dahlin et al. (2008b)</td>
<td>TTV, TDA</td>
<td>Passive control group</td>
<td>n = 24 (2 age groups)</td>
<td>Significant</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>Jaeggi et al. (2008)</td>
<td>TDA, dual n-back maintenance</td>
<td>8-19 sessions à 25 min 45 sessions à 15 min (4 training groups)</td>
<td>n = 70</td>
<td>Significant</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>Li et al. (2008)</td>
<td>Analysis of long term maintenance</td>
<td>45 sessions à 25 min 44 sessions à 15 min (4 training groups)</td>
<td>n = 87 (2 age groups)</td>
<td>Significant, stable for 3 month</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>Jaeggi et al. (2010)</td>
<td>TDA</td>
<td>(2 training groups) passive control group</td>
<td>n = 99</td>
<td>Significant</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>Takeuchi et al. (2010)</td>
<td>TTV, TDA</td>
<td>~39 sessions 2 months à 25 min</td>
<td>/</td>
<td>n = 11</td>
<td>Significant</td>
<td>n.a.</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>Schneiders et al. (2011)</td>
<td>TDA</td>
<td>(2 training groups) passive control group</td>
<td>n = 48</td>
<td>Significant</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>Kühn et al. (2012)</td>
<td>3 fMRI measures, TDA</td>
<td>Active control group</td>
<td>n = 46</td>
<td>Significant</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Condition/Training Method</td>
<td>Duration</td>
<td>Control Group</td>
<td>N</td>
<td>Significance Details</td>
<td>Notes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------------</td>
<td>---------------------------</td>
<td>----------</td>
<td>---------------</td>
<td>----</td>
<td>---------------------------------------------------------------------------------------</td>
<td>------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Redick et al. (2012)</td>
<td>Pre, mid, posttest design, TDA, dual n-back training</td>
<td>20 sessions 3-4 weeks</td>
<td>Active control group</td>
<td>n = 75</td>
<td>Significant: untrained n-back, but for training and control group Not significant: multitasking</td>
<td>Significant: 2 subtests of the intelligence test, but for the training and control group Not significant: WM, fluid and crystallized intelligence, perceptual speed r. striatum, specific r. and l. putamen; decreased activation session 1, 2: r. infer. fron. gyr. n.a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lilenthal et al. (2012)</td>
<td>TDA, dual n-back</td>
<td>8 sessions à 30 min</td>
<td>Active-, passive control group</td>
<td>n = 52</td>
<td>Significant Not significant: cued recall task Significant: running span task not significant: focus-switching, operation span, grid span task</td>
<td>n.a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Response inhibition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thorell et al. (2009)</td>
<td>TTV, children</td>
<td>25 session 5 weeks à 15 min (total: 6.25 h)</td>
<td>(2 training groups) active-, passive control group</td>
<td>n = 42 (2 age groups)</td>
<td>Significant (both go/no-go tasks, both flanker tasks, not significant (stop signal tasks)) Not significant: inhibition tasks</td>
<td>n.a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thummala and Satpathy (2009)</td>
<td>Not yet published, TTV</td>
<td>20 sessions 4 weeks à 45 min (total: 15 h)</td>
<td>Active control group</td>
<td>n = 8</td>
<td>Significant Not reported Not reported</td>
<td>n.a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Dual task performance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Damos and Wickers (1980)</td>
<td>Hybrid training</td>
<td>2 sessions</td>
<td>Active control group</td>
<td>n = 48</td>
<td>Significant Significant: new dual task</td>
<td>n.a. n.a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>McDowd (1986)</td>
<td>Hybrid training</td>
<td>6 sessions à 1 h 6 weeks (total: 6 h)</td>
<td>/</td>
<td>n = 12 (2 age groups)</td>
<td>Significant</td>
<td>n.a. n.a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kramer et al. (1995)</td>
<td>Hybrid training, feedback</td>
<td>5 session (total: 7 h)</td>
<td>(2 training groups)/ Hybrid training, fixed equal task priority, incentives 5 sessions</td>
<td>n = 59 (2 age groups)</td>
<td>Significant</td>
<td>n.a. n.a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schumacher et al. (2001)</td>
<td>Hybrid training</td>
<td>2 weeks</td>
<td>/</td>
<td>n = 8</td>
<td>Significant Significant: new dual-task</td>
<td>n.a. n.a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bherer et al. (2005)</td>
<td>Individual feedback</td>
<td>5 sessions à 1 h, 3 weeks (total: 5 h)</td>
<td>(2 training groups) passive control group</td>
<td>n = 72 (2 age groups)</td>
<td>Significant</td>
<td>n.a. n.a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Erickson et al. (2007)</td>
<td>Individual adaptive feedback</td>
<td>5 sessions à 1 h (total 5 h)</td>
<td>Passive control group</td>
<td>n = 31</td>
<td>Significant</td>
<td>n.a. n.a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bherer et al. (2005)</td>
<td>Individual feedback</td>
<td>5 sessions à 1 h, 3 weeks (total: 5 h)</td>
<td>(2 training groups), passive control group</td>
<td>n = 88 (2 age groups)</td>
<td>Significant</td>
<td>n.a. n.a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liepelt et al. (2011a)</td>
<td>Hybrid training</td>
<td>8-10 sessions</td>
<td>/</td>
<td>n = 8</td>
<td>Significant</td>
<td>n.a. n.a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liepelt et al. (2011b)</td>
<td>Hybrid training</td>
<td>6 sessions</td>
<td>(2 training groups)/</td>
<td>n = 16</td>
<td>Significant</td>
<td>n.a. n.a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strohbach et al. (2012)</td>
<td>Hybrid training</td>
<td>8 sessions</td>
<td>2 active control groups</td>
<td>n = 28</td>
<td>Significant</td>
<td>n.a. n.a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lussier et al. (2012)</td>
<td>Individual adaptive feedback</td>
<td>5 sessions</td>
<td>Passive control group</td>
<td>n = 66 (2 age groups)</td>
<td>Significant</td>
<td>n.a. n.a.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
of ADHD with neurofeedback leads to specific and clinically relevant effects (Monasta et al., 2002).

Beyond behavioral effects, Levesque et al. (2006) nicely demonstrated neurofeedback effects on brain areas belonging to the fronto-striatal circuits in a pre/post-test training design. After neurofeedback training, only the experimental group, but not the control group, could successfully activate bilateral caudate, and left substantia nigra in an EF-task (counting Stroop). Regarding the MCC, relationships concerning psychopathological phenomena and neuroanatomical deviations have already been shown for several disorders including ADHD (Yücel et al., 2003). Furthermore, the MCC is a structure strongly related to EFs in general (Fan et al., 2003), or more specifically to conflict monitoring (Botvinick et al., 2001; Huster et al., in press). Interestingly, in contrast to the lack of long-term effects of medication, neurofeedback effects have been shown to last for at least two years (Gani et al., 2008). Most often, neurofeedback training addressing ADHD includes modulation of theta activity (4–8 Hz).

With healthy subjects, there are almost no neurofeedback studies focusing on EFs. However, Angelakis et al. (2007) have applied EEG neurofeedback in the alpha frequency range in a small sample of elderly subjects. The long-term training consisted of one to two sessions per week for a total of 31–36 sessions. By means of a pre/post-test training design, performance effects were investigated on three different EFs: memory updating (investigated by one-, two-, and three-back tasks), response inhibition (tested by a go/no-go task), as well as conflict monitoring (Stroop task) and compared to an active control group. Results showed a somewhat inconsistent picture concerning the performance of experimental and control groups, consisting of partial improvements in EFs (e.g., RT and accuracy in Stroop task) with the experimental group but poorer performance with the control group.

6.4. Summary of studies on neurostimulation and neurofeedback

Anodal tDCS over the DLPFC leads to enhanced performance in task switching (Leite et al., 2011) and memory updating (Fregni et al., 2005; Ohn et al., 2008; Zaehle et al., 2010). Neurostimulation has been shown to be able to increase the power of theta and alpha oscillations (Zaehle et al., 2010). In addition, anodal tDCS over the rIFC has been shown to enhance response inhibition (Jacobson et al., 2011, 2012; Ditye et al., 2012). Stimulation protocols for the modulation of response inhibition also seem to affect frontal theta activity (Jacobson et al., 2012) (Table 2).

<table>
<thead>
<tr>
<th>Task switching</th>
<th>Characteristics</th>
<th>Participants</th>
<th>Control condition</th>
<th>Stimulation gain</th>
<th>Neuronal correlates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leite et al. (2011)</td>
<td>Anodal tDCS over the DLPFC; 1 mA for 15 min</td>
<td>n = 30</td>
<td>Control group: without stimulation; experimental group: anodal and cathodal stimulation of DLPFC; control site: anodal stimulation of M1</td>
<td>Task-switching</td>
<td>n.a.</td>
</tr>
<tr>
<td>Memory updating</td>
<td>Fregni et al. (2005)</td>
<td>Anodal tDCS over the left DLPFC; 1 mA for 10 min</td>
<td>n = 15</td>
<td>Control group: without stimulation; Experimental group: anodal and cathodal stimulations, control site: anodal stimulation of M1</td>
<td>3-Back task</td>
</tr>
<tr>
<td></td>
<td>Ohn et al. (2008)</td>
<td>Anodal tDCS over the left DLPFC; 1 mA for 30 min; assessment during stimulation and after 30 min</td>
<td>n = 15</td>
<td>Control group: without stimulation</td>
<td>3-Back task; maintained for 30 min</td>
</tr>
<tr>
<td></td>
<td>Zaehle et al. (2011)</td>
<td>Anodal tDCS over the left DLPFC; 1 mA for 15 min</td>
<td>n = 16</td>
<td>Control group: without stimulation; experimental group: anodal and cathodal stimulations</td>
<td>2-Back task</td>
</tr>
<tr>
<td>Response inhibition</td>
<td>Jacobson et al. (2011)</td>
<td>Anodal tDCS over the rIFC; 1 mA for 10 min</td>
<td>n = 22</td>
<td>Control group: without stimulation; Experimental group: anodal and cathodal stimulations, control site: anodal stimulation of right angular gyrus</td>
<td>Stop-signal task (reduced SSRT)</td>
</tr>
<tr>
<td></td>
<td>Jacobson et al. (2012)</td>
<td>Anodal tDCS over rIFC and IPC; 1 mA for 15 min</td>
<td>n = 11</td>
<td>Control group: without stimulation</td>
<td>Stop-signal task (reduced SSRT); effects vanished after 24 h</td>
</tr>
<tr>
<td></td>
<td>Ditye et al. (2012)</td>
<td>Anodal tDCS over the rIFC; 1.5 mA for 15 min before behavioral training (8 min), 4 sessions, 4 days</td>
<td>n = 22</td>
<td>Active control group: pure behavioral training; experimental group: anodal and cathodal stimulations</td>
<td>Stop-signal task (reduced SSRT)</td>
</tr>
</tbody>
</table>

7. Discussion

Cognitive training is a comparably young research field. Nevertheless, a synopsis of the actual literature is strongly needed to guide future research. Studies on the training of task switching, memory updating, response inhibition, and dual-task processing have shown to differently apply training criteria and training principles. Results are ambiguous with respect to trainability and transferability of EFs. Neural correlates have mainly been investigated via fMRI with respect to memory updating. Activation changes have been observed in fronto-parietal regions, as well as the striatum. Stimulation studies show positive results concerning EF improvements by applying short one-session tDCS over the DLPFC for improving task-switching and memory updating, or over the rIFC for the enhancement of response inhibition. However, these training protocols only lead to short-dated effects. Neurofeedback constitutes a promising approach concerning long-term maintenance as has been shown in studies addressing disrupted EFs; studies on healthy participants, however, have only rarely been conducted. Thus, crucial questions that need consideration are: 1) Is it possible to compare different behavioral training types concerning their effectiveness? 2) What are the prerequisites for transfer? 3) Do neurostimulation and neurofeedback techniques constitute suitable neurocognitive interventions for the enhancement of executive functions? 4) What do training-related neural correlates of enhanced executive functions tell us about training mechanisms?

7.1. Is it possible to compare different training types concerning their effectiveness?

Concerning behavioral training, currently available task switching, memory updating, response inhibition, and dual task training procedures
only partially meet common evaluation criteria (e.g., controlling differently for repetition and/or non-specific effects) and diverge with respect to the implementation of training principles (e.g., concerning the implementation of training task variability and/or adaptation of task difficulty). The first aspect concerns the type of control group (including an active or passive control group) that will automatically tap the size of training benefits and thus also affects effect sizes. Training gains will be higher using a passive group compared to an active control group. For instance, Kühn et al. (2012) used a rather conservative control procedure for their memory updating training as the active control group was trained on the same tasks as the experimental group but using lower difficulty and shorter training sessions. Effects in this study will differ compared to studies with similar training characteristics, but using a passive control group. The second aspect concerns the efficacy of training. Up to now it is hard to determine which training regime is especially effective, because effect sizes are not always reported for training gains and transfer effects. Thus, sufficient information should be provided in future publications to calculate effect sizes. This way, it will also be possible to discern which subject groups will benefit most from EF training.

7.2. What are the prerequisites for transfer?

In the context of behavioral training, transfer has the purpose to test if the function of interest has indeed been improved and not only single task specific factors. Hence, improvements are not only expected with respect to other modalities, but also near transfer to non-trained tasks related to the function of interest should be exhibited. Although neuromodulatory approaches do not face such a problem at first sight, they still are expected to specifically and exclusively affect frequency bands that are associated with the function of interest instead of modulating other general factors promoting behavioral effects. In line with this, Zoefel et al. (2010) proposed the criterion of interpretability regarding the chosen frequency in neurofeedback studies that can be applied to tACS studies as well.

However, which theoretical considerations exist concerning far transfer effects? With regard to far transfer to other EFs, it has already been known for some time that single EFs are correlated yet separable; an issue often discussed under the term “unity and diversity” of EFs (e.g., Miyake et al., 2000). Some studies already reported far transfer effects to other EFs, but overall the picture is rather mixed. Concerning task switching training, diverging results are reported for transfer to conflict monitoring. For instance, based on Karbach and Kray’s (2009) training regime, a performance gain was shown for the Stroop task, whereas Zinke et al. (2012) reported the absence of such effects with a flanker- and a Stroop task. Regarding the training duration and usage of training task variability, however, these studies may not be comparable. The study by Zinke et al. was slightly shorter with three sessions and a total duration of 1–1.25 h; Karbach and Kray had subjects train for four sessions and a total of 2.5 h incorporating training task variability. Such differences may account for variations in the reported training benefits, which could also affect far transfer with respect to mixing- and/or switching costs (see Table 1). The training of memory updating has been shown to have no effect on conflict monitoring (as measured with the Stroop task) in the studies of Dahlin et al. (2008a,b) who actually discussed a neuropsychological prerequisite for transfer, i.e. the recruitment of common brain areas by tasks for different functions.

To test for far transfer, not only other EFs but also WM- and fluid intelligence measures have been investigated (e.g., Carvahal and Kray, 2009; Dahlin et al., 2008a; Jaeggi et al., 2008, 2010). Far transfer effects of EF training to WM and fluid intelligence may reflect the commonality of all three cognitive functions in “fluid cognition”. This concept was introduced by Blair (2006) to point to overlapping processes within these concepts. However, it still is not entirely clear to what extent these constructs overlap. Studies focusing on the relationship between EFs and WM suggested memory updating as a common cognitive process (e.g., Bledowski et al., 2009). Furthermore, Baddeley’s influential multi-component model (1986, 2003) additionally conceptualized the “central executive”, which seems to be directly related to EFs. In 2010, McCabe and colleagues performed a factor analytic approach and demonstrated strong correlations between different measures of WM and EFs. They further indicated the existence of a common executive attention component (McCabe et al., 2010). Studies focusing on the relationship between EFs, fluid intelligence, and WM were also performed. Fluid intelligence is defined as a latent trait extracted from various reasoning tests reflecting higher mental abilities (Carroll, 1993). The influence of WM on such reasoning tests is obvious. Engle (2002), for instance, proposed executive attention as a common process of WM and fluid intelligence. Studies utilizing neuropsychological test batteries demonstrated correlations between fluid intelligence, switching, response inhibition, and memory updating (Salthouse et al., 1998, 2003). Similar assessments by Friedman et al. (2008) revealed strong correlations of memory updating, but not of response inhibition or task switching, with both fluid and crystallized intelligence. In order to investigate the association of fluid intelligence and WM-capacity, Kane et al. (2005) performed a factor analysis based on data from different studies and showed strong correlations (r = .72). Last, but not least WM-capacity and fluid intelligence were shown to share common genetic variance (Luciano et al., 2001).

Hence, transfer effects are to be expected because of overlapping neural and cognitive processes. Here, the work of Nienad et al. (2012) on one common super-ordinate, and other functionally more specialized networks, provides an appropriate framework for the advancement of far transfer of EF training procedures.

7.3. Do neurostimulation and neurofeedback techniques constitute suitable neurocognitive interventions for the enhancement of executive functions?

Specifically for neurostimulation, studies have shown beneficial effects on executive functioning mainly utilizing tDCS (Fregni et al., 2005; Jacobson et al., 2011, 2012; Leite et al., 2011; Ohn et al., 2008; Zaehle et al., 2010). Current data suggest that repetitive TMS and tDCS can lead to effects outlasting the actual stimulation for up to several hours (e.g., Paulus, 2011). However, most studies investigate tDCS only within one measurement session, leaving long-term retention effects unexplored. Thus, repetitive daily stimulations are suggested as a more efficient stimulation protocol (e.g., Paulus, 2011). The combination of cognitive training and neurostimulation may also have great potential. Apart from Ditye et al.’s (2012) experiment on response inhibition, Reis et al. (2009) performed a motor skill training paradigm consisting of five training sessions while their participants received anodal tDCS. Due to this stimulation, skill acquisition was optimized and remained augmented when compared to a sham condition for at least three months. Similarly, Cohen Kadosh et al. (2010) applied a similar methodological combination investigating numerical learning, and showed effects at six months after training offset.

In general, active engagement, enhanced self-efficacy, as well as long term effects (e.g., Gani et al., 2008; Monasta et al., 2002) suggest that neurofeedback should constitute a promising neurocognitive training approach. However, besides the aforementioned studies almost no neurofeedback training has been published directly focusing on the enhancement of EFs. For the development of neurocognitive training, the identification of particular oscillations associated with EFs seems to be of crucial importance. Concerning Efs, frontal-midline theta is suggested as a correlate (e.g., Cavanagh et al., 2011; Niburger et al., 2011; Trujillo and Allen, 2007; Moore, 2005) and might serve as an ideal parameter for tACS and neurofeedback (see Enriquez-Geppert et al., submitted for publication). All in all, training protocols have to be
extended, adapted, and possibly combined with behavioral training to enable improved and long lasting maintenance of EFs.

7.4. What do training-related neural correlates of enhanced executive functions tell us?

Considering the effects of behavioral training, first studies are focused on training-related changes in the actually trained task (Hempel et al., 2004; Dahlia et al., 2008b; Kühn et al., 2012; Erickson et al., 2007; Takeuchi et al., 2010). Transfer to tasks using other modalities (Schmiedt et al., 2011) or even far transfer has not been regularly studied so far. Memory updating training, however, has shown that the parietal lobe exhibits changes in activations. Beyond its involvement in visuo-spatial processing, this region has also been found to be correlated with WM performance (Wager and Smith, 2003). In a lesion study by Koenigs et al. (2009) the intraparietal cortex was of utter importance for the manipulation, but not for the retention or retrieval of information. Similarly, changes in activation in the striatum due to training have been observed as well. In a meta-analysis, the striatum was shown to be functionally connected to other cortical areas involved in EFs including the DLPC and the anterior MCC (Postuma and Dagher, 2006). In accordance with these results are structural changes observed by Takeuchi et al. (2010) in the vicinity of the intraparietal sulcus and tracts connecting both DLPCs.

However, as EFs are supposed to be mediated by both a shared super-ordinate network as well as functionally more specific networks for individual EFs, one crucial question is whether or not behavioral training, neurostimulation, and neurofeedback specifically affect any of these networks. Similarly, the discussed intervention types may differently modulate relevant brain networks (qualitatively or quantitatively) when enhancing functional proficiency. To this end, Voss et al. (2012) could nicely demonstrate training type specific interactions of large scale networks with skill training, especially concerning the fronto-parietal and the cingulo-opercular networks.

7.5. Conclusion

Given the general relevance of EFs, a crucial goal is the optimization of EFs' efficiency. Although the reviewed findings are not perfectly consistent, trainability and transferability of different training regimes suggest optimism. The actual synopsis suggests benefits of training procedures with respect to both the basic understanding of EFs as well as their possible enhancement.
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